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Laplacian Support Vector Machines with Multi-Kernel Lenrning

SUMMARY  he aplacian MUpP e i O SV o et
sapeived franreswank that uses wanitold etk zativi e learning fiai
Labelad and wnlabeled data However, the wptinal hemel parmeios ol
VAL e diflonlt o obtain. Iy this PP e propase il kenel
ESVAOMKNUSVAD methond using malti keinel Rearmig tommdatinns i
vombination with the LSV Oy Tearming frmlations assime that a set
af base heimels e pronpad, and employ 1y g wernhazaion e aut
waneally seckimge the opiimal binear combination of lase hemels bapen
mental testng reveals that one method achieses betiet Pettormanee Hian i
LIVAL atune using synthetie data, the UCT Maching b eatin Roposihy,
and the Caltech database of Genene Obyevt Classtticatiog

key wondvs  vemn vgervived leening, sesfold rexihiizatne, suln
Lemmel lecrming, Laplacion sipport vector maching

1. Intreductions

Supervised leaming algorithms requive a lage amount of la-
beled data, which is otten diflicult or costly to obtain, Semi

supervised methods offer an interesting solution tor this re-
quirement, enable learning from both fabeled and unlabeled
data. 1 semi-supervised classilication, the ultimate poal is
to find a classifier that not only minimizes classification er-
rors with labeled examples, butalsoe can be compatible with
the input distnbution by monitoring values on unlabeled
points [ 1]-]3]. Based on ditferent problem settings, semi-
supenyvised methods can be classitied mto two main cate-
gores: transductive learning (TLY 4] and semi-supervised
inductive learning (SSILY[5]. Recent studies have revealed
that the success of SS1L depends on certain semi-superyised
assumptions about the distribution of the dita (6], such as
the manifold assumption, which utilizes the fact that the dis-
tribution of the data has a tow dimensional manitold, The
underlying geometry of the data can typically be captured
by representing the data as a graph, with samples as the ver-
tices, and pair-wise similarities between the samples as edge
weights. Based on this assumption, several graph-based al-
gorithms including the label propagation [6], Markov ran-
dom walk [7], graph cut[8], spectral graph transdueer [9),
and low-density separation [ 10] algorithis have been pro-
posed in the literature. Recently, Belkin [ 1] proposed a ver-
sion of the Laplacian support vector machine (LSVAD that
used manifold regularization for inductive leaming by con-
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strcting @ mas i wargin classifien and penatizing the
comespomding inconsistency with a similarity mateiy. The
LSVM nsed kerned i tons, whicl operated o the teatue
space withoat ever computing the voordinates ol the data,
Dt tather by stmply computing the tnner prodoc s between
all paies of data. There are nunterons Tovns ol kernel Tunie
tons e comuon nse, e s the Dinear, Foly and RIEE w0
o Stnve the Jeatue space of data iv not known, 10 shouhd
e based om empiical consdderations, e, what ki of ket
nel pavameters van be successtully presented for the Teatuie
space of data, amd the optimal patimeters, such the types
amd parameters ol kevnel, will be dittieult o obtain. Kernel
parameters selection s conventionally pechmed thronugh
repeated cooss validation over a tange of kernels amd then
parameters, Untortunately, the I SVAM model is one of semi
superyised learing frnmework, the unlibeled data cooper
ate with the Tabeled data for learming topether and the cross
validation is not used, sothe ESVAM sl face the problems
of kernel selection,

Multi- kernel learming (MKLY s an attractive ool for
tacking many  supervised lewndng ks 1214 and
MKL alporithms have achieved very good wesults with chal-
lenging real-world applications [ IS 6], Inspired by these
previous fimbings, our paper develops aonew LSVM model
fnvolving multi Aermel learning (NK-LSVND to automiti-
ally seek optimal parameters of hernel, Fiestly, we anew
madel the semi-supervised learning problem based on the
LSVM framework of Belkin [ THL and change the single
Kernel tearning into multi ketvel learning; secondly, in the
semi-supervision framework, we add the 1.2 norm regula-
tion; finally, we use the Newton®s descent method and fterate
optimizations (o get the divect solution,

2, MEK-LSVM Algorithm

Belkin [H] proposed an LSVM classifier based on the mani-
fold repularization, which extended the SVM by solving the
following problem:

!
| ! ) Yt i
- e D, Y R e Ly
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The solution ta the above problem is given by:

l+a

fyE Y arkin) )

The kernel trick is a useful tool for mapping low-
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Stepl: Clhioose ¥4, 7, y.,, and randomily set the intial coeflicient 1 =
ln‘,,
m
Step2: Compute the gram matny DK = T Kt w0, where
e}
Kt xg)is the base hernel matrix, !
.'i{ql.l “umpute graph laplacian matrink = P2 = W, where W is the |

feu
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QF solver for solt margin loss,

Stephi 1t the loss function in Equations 3 doesn’t decrease, then et

otherwise po o step 2
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4 aD
+2y.D

The function can be simplified as:

diXa.¢,b.p.5.d) ;}‘;ﬂ' s.d )=%7ABT YT IKITYP B2y, D (13)
[

Using the Newton descend method,

Q
Dy = Doty + 6 ————
YT a0 a8

- DuM +0

YABTYTIKITYP B + 87,D

The pseudo code of MK-LSVM is summarized in
Table 1.

3. Experimental Results

Experiment 1: Two synthetic datasets, i.e. two-circle and
star, are chosen as the test datasets, and lubeled examples
are marked using red and blue colors. The results of the
LSVM method [11] are shown in Fig. ] 10 Fig.4. Kemnel
functions are RBF (K(x, x,) = exp{52L ). with parumeter
o of 0.35 and 0.1, respectively. When using RBF function
(=0.35), the LSVM can perfectly classify the star dataser.
but fails with the wwo-circle dataset. However. when ps-
ing the RBF function (or =0.1), the two-circle dataset can
be successfully classified, but the star dataset cannot. This
result confirms that the optimal parameters of kernel func-
tion are difficult to obtain. Our MK-LSVM method chooses
a sct of base kernels, such as Linear kernels (Kfx. x) =
x - x;), Poly kernels (l((.f. x) = |I1 + xx}f') and RBF ker-
nels (K(x, x) = exp{}",f:;vk;]). The kernel parameters of Poly
are ooy € (2.3,4,5,6), and the kernel parameters of REF
are ey € (OO!.0.0S, 0.1,0.2, 04, 0.8,1.6, 32,644,128y

weights of datg adjacency praph, and P15 a diagonal max given by

Stepd: Compute a* usng Equations 11 and 9 topether with the $Y M

StepS Update the 12 using Equations 14 untit D, = Dy < » !

1%1

Fig. 1 Reson Geiies daksaet gking the LSVM[11] wath RBF

L S R

hotoer will & sl o 1,

Fig.2 Hesule o te tn umies fasier sang the LEVMI{11] with RBF

heroeis valr 3 wagihn o' 12

Fip.3 ol o fe sor mrmes wane he ESVA ] 1] wath RBF kemnels
will & wadie o' L

Figd  Fosule o fre sur pomee 150 e LIV L] with RBF Kemnels
wiih x wadty of L35

Since our mesnnd o wremacely seek the cpumal param-
SN, I W TENSTE Znmsets can be successtully classi-
fied wrthomn the 12?10 Cefime dhe Kermel purameters in ad-
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Fig.6  Results of the two-cirele synthetic dataset uning NEK LRV

Table 2 Three expenments: one-versus-rest multi-class aveiage eins
rates.
method SVM[20] [ LSVM{TL] | MK-LSVM (our metholt |
USPS (error) | 23.60 1267 s
Wine (error) | 17.08 836 T
TEXT (emor) | 194 1041 il |

vance, as shown in Fig. § and Fig. 6.

Experiment 2: The UCL Machine Lewning Repaat-
tory [19] (USPS, Wine) and TEXT categorization (avatlable
at: http://vikas.sindhwani.org/manifoldregulanzation himly
databases are used in this experiment.  Comparisons we
made using inductive methods (SVM)[20] and LSVNL{ L]
For simulating the cross validation for overvoming the over-
fitting of model, we design one-vs-rest multi-class expeii
ments on USPS data with /=50 and u=1957 with 10 vandoan
splits, the wine data with [=20 and u=158 with 10 random
splits, and the TEXT data with /=50 and 4=180¢ with 10
random splits. Each split is tested independently, and catew-
lated the average performance. The average performance vl
the different methods is shown in Table 2. From Table 2,
can be seen that the average error rate of our proposed MK-
LSVM method is much lower than that of the LSVA and
SVDM after testing ten splits.

Experiment 3: Generic Object Classification s a chal-
lenging topic in computer vision and machine leaming, T
confirm the validity of our proposed algorithm, we e
Caltech-5 datasets [21]. which include five objects, such ax
plane, car, background, leaves and taces. The I‘!lﬁ)\\' tea:
tures [22] are extracted from the datasets, Compartsons ae
made with inductive methods (SVM) [20], regubvized keast
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Bl ? Detiimanee ol iductive and semi-supervised classifiers,

S ARENY VL and LSVM L] Figure 7 shows the per-
st Wi rate) of inductive and semi-supervised clas-
MER A LAl ket and test sets as a function of the number
sl lat evamples in the training set. The benefit of unla-
Batbabata van e determined by comparing the performance
vy ok idicive amd semi-supervised classifiers, reveal-
A paposad MICLSVM method achieves the high-
S BRIV TR

4 Canclindon

e comentional LSVM method is one of the most im-
pattant weintanpen ned learming methods in machine learn-
e apphvation. However, the optimal kernel parameters
oF LSV ane dhificult to detine. Based on the notion that
e L vosbination of given base kemels can provide
opiial salonony, e present paper proposes an LSVM
et with il kemel Tearning based on manifold reg-
ulatzatan. Becamse nulti-kemel leaming can automati-
vatly ddetenmme the liear combination of base ernels for
whapting all datasets and applications, our method is able to
awhie the shatcomings of LSVM kernel selection, which
Wl ewenttal advantage of our method. We test
o M LSV method using synthetic data, UCT Machine
Loy Repasitony dataand Calteeh-5 datasets. The re-
sty have weveatad that our method can efliciently solve a
seinoupenisad learning problem in the absence of training
datases

W mlt-hernel learing, there are different norm reg-
\\\.\t\:;\\_\\m\ the L1 nonu repularization is more popular
v s atidies because it outpats sparse kemel mixture.
bat the Tp e B 1 may be outperforms L1 norm regulariza-
Gon die 1 nonspanity of the kernel weight in some ap-
phvations. The selevtion of best nomm regularization is a
STV nesing reseanch topie in semi-supervised learing
famewak that ments vur futare study,
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